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Capacity overheads?

Dvé insights
❑ Utilize idle memory
❑ Overheads applicable only as and when 

demanded by the application

Skewed memory utilization
❑ 50% of the memory is idle 90% of the time
❑ Provisioning for peak

Interface to allocate high-reliability memory
❑ Hardware-software co-design
❑ OS support

Flexible trade-off between capacity and reliability

Capacity
Reliability

Performance



Summary

Replication for
Reliability

Coherent Replication 
for Performance

Lowers DUE by 

4x over Chipkill
172x over IBM RAIM

11% over Intel Memory Mirroring

Improves performance by

5% - 117% over baseline NUMA
3% - 107% over an improved

Intel mirroring scheme

On-demand Replication Paper in ISCA ‘21
Artifacts available

hardware-software co-design 
using OS/compiler support

https://github.com/adarshpatil/dve
https://adar.sh/dve

https://github.com/adarshpatil/dve
https://adar.sh/dve


Outline

Improving Reliability and Performance

Dvé: Coherent Replication for DRAMs (ISCA 2021)

Coherent Disaggregated Shared Memory for FaaS (WIP)



FaaS Applications
• Composition of stand-alone functions

• DAG invocation sequence

FaaS Functions
• Stateless: No access to state created by previous 

invocations

• object store backend with a get/put API

FaaS execution Infrastructure
• managed by cloud provider

• Scales by adding/removing function instances

• Runtime orchestrates and load balances

Function-as-a-Service characteristics

Fig: Traditional FaaS 
deployment

Fig: Sample FaaS app 
(AMBER alert pipeline)



Fig: FaaS with Disaggregated Shared Memory

Our proposal: FaaS-DM

FaaS with Disaggregated Shared Memory

✓Hardware caching

✓Benefit from hardware prefetching and intra-
node coherence

✓Application transparent caching

✓Implicit data movement using inter-node 
hardware cache coherence

✓Use existing shared memory synchronization 
techniques

✓Avoids overfetch and critical path writeback



Open Problems in FaaS-DM

Address mapping and translation
• Sharing the same physical memory region 

between independent servers

• Communication/co-ordination between 
executing functions

Performance
• Optimizing inter-node coherence protocol

Availability
• Partial system failure (non-fate sharing)

Fig: FaaS-DM logical view



Fig: FaaS-DM addressing schematic

Our approach

Address mapping and translation
• Extends shared memory inter-process 

communication (IPC) 
[POSIX API: shm_open, shm_close, mmap]

• Extends annexation process to allow mapping 
of FaaS-DM memory segment into FaaS 
function VA

• OS's exchange messages via RPC for naming 
and identification of FaaS-DM memory 
segments [LegoOS, OSDI '18]

• Address translation similar to 2-level page 
table [DeACT, HPCA ‘21]



Our approach

Performance
• Sharing characteristics of FaaS workloads

• Imposed function execution limits

Availability
• Non-blocking coherence protocol to guarantee forward progress

• Atomic durability and Memory consistency guarantees
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